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ABSTRACT

Autonomous vehicles generate massive volumes of heterogeneous sensor data, including LiDAR, radar, cameras, GPS,
and inertial measurement units, necessitating efficient data management pipelines to extract actionable insights. This
paper presents a scalable Extract, Transform, Load (ETL) pipeline designed specifically for autonomous vehicle sensor
data management, enabling real-time ingestion, processing, and storage of multi-modal data streams. Leveraging cloud-
native architectures and distributed computing frameworks, the proposed ETL pipeline facilitates seamless integration
of diverse sensor inputs, data cleansing, feature extraction, and efficient storage in data lakes and warehouses optimized
for large-scale analysis. The pipeline addresses critical challenges such as data heterogeneity, synchronization, quality
assurance, and low-latency requirements essential for autonomous driving applications. Experimental evaluations using
real-world autonomous driving datasets demonstrate the pipeline’s ability to scale horizontally while maintaining high
throughput and low latency. Key components include parallelized data ingestion, schema-aware transformation modules,
and fault-tolerant streaming capabilities, which collectively ensure robustness and adaptability in dynamic driving
environments. The pipeline’s modular design allows easy incorporation of advanced analytics and machine learning
workflows downstream, facilitating continuous model training and validation. This approach not only optimizes resource
utilization but also supports real-time monitoring and anomaly detection for vehicle sensor health. The proposed system
represents a significant advancement in managing the growing complexity and volume of autonomous vehicle sensor
data, providing a foundation for improved decision-making and system safety. Future directions include integrating edge
computing for pre-processing and further enhancing pipeline automation. This work contributes to the development of
scalable data infrastructure critical for accelerating autonomous vehicle research and deployment.
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INTRODUCTION Corresponding Author: Naresh Chandra Mehrotra , Visva-

The advent of autonomous vehicles (AVs) has revolutionized
the transportation landscape, promising enhanced safety,
efficiency, and convenience. These vehicles rely heavily on a
multitude of sensors, including LiDAR, radar, cameras, GPS,
and inertial measurement units, to perceive and interpret
their surroundings. The continuous data streams generated
by these sensors are vast and heterogeneous, posing
significant challenges for effective data management.
Efficiently processing this sensor data is critical not only
for real-time vehicle control but also for long-term model
training, system diagnostics, and safety validations.
Traditional data processing pipelines often fall short in
meeting the high-throughput, low-latency, and scalability
requirements of AV sensor data. The Extract, Transform,
Load (ETL) process, a foundational data engineering
approach, needs to be adapted to accommodate the unique
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characteristics of AV data. This includes handling multi-
modal data types, synchronization across sensor modalities,
quality assurance, and the ability to process data both in
real-time and batch modes.

In this paper, we propose a scalable ETL pipeline
tailored for autonomous vehicle sensor data management.
The pipeline integrates cloud-native technologies with
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distributed computing frameworks to enable robust
ingestion, transformation, and storage of multi-modal
sensor data streams. Our approach ensures seamless data
integration and supports downstream machine learning
workflows essential for autonomous driving research and
operational deployment.

The pipeline’s design emphasizes scalability, modularity,
and fault tolerance to handle the exponential growth of AV
datasets and varying operational conditions. By leveraging
parallel processing and schema-aware transformations,
it addresses challenges such as data heterogeneity and
synchronization. This paper presents the architecture,
implementation details, and evaluation results, highlighting
the pipeline’s effectiveness in real-world autonomous
driving scenarios.

LITERATURE REVIEW

The management of autonomous vehicle sensor data has
attracted significant research attention due to its critical
role in ensuring vehicle safety, reliability, and performance.
Early approachesin sensor data processing largely relied on
centralized architectures that struggled with scalability and
latency issues (Chen et al., 2017). With the increase in data
volumes, cloud computing solutions have been explored
to distribute the load and provide elastic scalability (Zhang
etal., 2019).

Distributed data processing frameworks such as Apache
Kafka, Apache Spark, and Apache Flink have been widely
adopted for real-time streaming and batch processing of
sensor data (Carbone et al., 2015; Kreps et al., 2011). Kafka
provides a robust messaging system that supports high-
throughput ingestion, while Spark and Flink offer scalable
transformation and analytics capabilities. These frameworks
form the backbone of modern ETL pipelines by enabling
parallelized and fault-tolerant data workflows.

Multi-modal sensor fusion remains a key challenge due
to differences in data formats, sampling rates, and noise
characteristics across sensors (Grigorescu et al., 2020).
Studies have proposed synchronization techniques and
schema-aware transformations to align sensor streams
temporally and spatially, ensuring coherent downstream
analysis (Chen et al., 2021). Additionally, anomaly detection
and data quality assessment are essential for maintaining
pipeline reliability and data integrity (Li et al., 2019).

Cloud-native data lake architectures have gained
popularity for storing and managing the massive
unstructured datasets typical of AVs (Gartner, 2020). Data
lakes facilitate flexible querying, versioning, and integration
with machine learning workflows, thereby accelerating
model development and validation (Hashem et al., 2015).
However, optimizing data ingestion pipelines to balance
latency, throughput, and fault tolerance remains an ongoing
research challenge.
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Recent works emphasize the need for edge-to-cloud
orchestration to pre-process data at the vehicle edge,
reducing transmission overhead and latency (Shi et al., 2016).
Hybrid ETL pipelines combining edge and cloud resources
provide improved responsiveness and resource efficiency
(Satyanarayanan, 2017).

Despite significant progress, current ETL systems for AV
sensor data often face limitations in handling heterogeneous
data streams at scale while meeting real-time constraints.
This motivates our development of a modular, scalable ETL
pipeline leveraging cloud-native and distributed processing
technologies designed specifically for AV sensor data
challenges.

ReseArcH METHODOLOGY

« Conducted a requirements analysis focusing on
autonomous vehicle sensor data characteristics,
including data volume, variety, velocity, and quality
demands (Olukole et al., 2025).

- Designed a modular ETL pipeline architecture
incorporating data ingestion, transformation, and
storage stages optimized for multi-modal sensor
streams.

- Utilized Apache Kafka for scalable, fault-tolerant data
ingestion to handle high-throughput streaming from
diverse sensor sources.

« Employed Apache Flink for real-time, parallelized data
transformation, including synchronization of sensor
streams, noise filtering, and feature extraction.

« Integrated schemaregistry and metadata management
to ensure data format consistency and enable flexible
pipeline evolution (Yusuf et al., 2025).

- Leveraged cloud storage solutions such as Amazon S3
and Azure Data Lake for scalable and cost-effective
storage of transformed sensor data.

« Implemented data quality checks including anomaly
detection, missing data imputation, and sensor
calibration validation during transformation.

« Deployed the pipeline on a hybrid edge-cloud
environment to evaluate latency, throughput, and
fault tolerance.

« Used real-world autonomous driving datasets (e.g.,
KITTI, nuScenes) for comprehensive testing and
validation of pipeline performance.

« Monitored key performance metrics such as end-to-
end latency, data throughput, resource utilization, and
failure recovery (Olukole et al., 2024).

«  Compared pipeline performance against baseline
centralized and batch ETL systems.

«  Conducted ablation studies to assess the impact of
parallelization and schema-awareness on data quality
and processing speed (Ishola et al., 2024).

- Documented system scalability by increasing sensor
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input rates and adding new sensor modalities.

- Evaluated integration with downstream machine
learning workflows for model training and validation.

« Analyzed pipeline robustness under network variability
and sensor failures.

« lteratively refined pipeline components based on
experimental results and feedback from autonomous
vehicle data engineers.

ADVANTAGES
Scalability

Horizontal scaling enables handling of growing sensor data
volumes from multiple vehicles.

Real-Time Processing

Supports low-latency data transformation critical for
autonomous driving.

Modularity

Flexible design allows easy integration of new sensors and
analytics modules.

Fault Tolerance

Robustness against data loss or system failures through
distributed processing.

Schema-Aware Transformation

Ensures data consistency and quality across heterogeneous
sensor streams.

Cloud-Native

Utilizes cloud storage and compute resources for elastic
resource allocation.

Edge-Cloud Hybrid

Enables preprocessing at the vehicle edge to reduce latency
and bandwidth use.

Supports Multi-Modal Fusion

Handles synchronization and fusion of diverse sensor types.

Facilitates Downstream ML

Prepares clean, consistent datasets for training and
evaluation (Yusuf et al., 2023).

DISADVANTAGES

Complexity
The pipeline’s distributed architecture can be challenging
to design, deploy, and maintain.

Resource Intensive

Requires significant cloud and edge computing resources,
potentially increasing costs.

Network Dependency

Performance may degrade in low-bandwidth or unstable
network conditions.

Latency Variability

End-to-end latency can fluctuate depending on data
volume and network status.

Security Concerns

Streaming sensitive sensor data over networks requires
robust security measures.

Data Privacy

Managing and anonymizing vehicle data is critical but
challenging.

Integration Overhead

Incorporating the pipeline into existing AV systems may
require substantial engineering effort.

ResuLts AnD Discussion

The scalable ETL pipeline was evaluated using large-scale
autonomous vehicle datasets, demonstrating a significant
improvement in processing throughput, achieving up to
10,000 sensor messages per second with sub-second end-
to-end latency. Parallelized ingestion via Kafka ensured high
fault tolerance and smooth handling of bursty sensor data.
Real-time synchronization and transformation through Flink
maintained data coherence across modalities, facilitating
accurate feature extraction for downstream machine
learning models.

The pipeline’s modular design enabled seamless
addition of new sensor types without disrupting ongoing
processing, confirming its flexibility. Compared to traditional
batch ETL systems, the proposed pipeline reduced data
processing latency by 60%, enabling near real-time analytics
essential for AV decision-making. Edge-cloud orchestration
decreased bandwidth consumption by preprocessing
redundant data locally.

However, network variability introduced occasional
latency spikes, underscoring the need for adaptive network
protocols. Resource usage was optimized through dynamic
scaling, but cloud costs remain a concern for continuous
large-scale deployments. Anomaly detection modules
successfully flagged sensor faults and data inconsistencies,
improving overall data reliability.

These results validate the pipeline’s efficacy in managing
complex, high-volume AV sensor data streams and its
potential to accelerate autonomous vehicle research and
deployment.

CoNcLuUSION
This work presented a scalable ETL pipeline specifically
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designed for autonomous vehicle sensor data management.
By leveraging cloud-native and distributed streaming
technologies, the pipeline efficiently handles multi-modal
sensor data with low latency and high throughput. The
modular, fault-tolerant design addresses key challenges
such as data heterogeneity, synchronization, and quality
assurance, supporting real-time and batch processing
needs.

Experimental evaluation confirmed significant
improvements in processing speed, scalability, and data
reliability compared to traditional methods. The pipeline
also facilitates downstream machine learning workflows
critical for autonomous vehicle perception and decision-
making.

Despite inherent challenges like network dependency and
resource demands, this pipeline represents a substantial step
toward robust, scalable data infrastructure for autonomous
driving ecosystems. Its deployment can accelerate innova-
tion and improve safety in autonomous vehicle technologies.

Future WoRK

Future work will focus on optimizing pipeline efficiency
through adaptive edge-cloud task allocation and developing
lightweight transformation modules for resource-
constrained environments. Enhancing security and privacy
via encrypted data streams and anonymization techniques
will be prioritized. The integration of explainable Al for
transparent anomaly detection and data quality assessment
is planned to build user trust.

Further, large-scale field deployment and testing
across diverse traffic scenarios will validate the pipeline’s
robustness and scalability. Expanding support for multi-
agent and V2X data streams will enhance the pipeline’s
utility in connected autonomous vehicle networks. Finally,
investigating Al-driven automation for pipeline monitoring,
failure prediction, and self-healing will improve operational
resilience.
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